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Abstract

During a psychotherapy session, the counselor
typically applies techniques which are codi-
fied along specific dimensions (e.g., ‘displays
warmth and confidence’, or ‘attempts to set
up collaboration’). Those constructs, tradition-
ally scored by trained human raters, reflect the
complex nature of psychotherapy and highly
depend on the context and the entire history of
the discourse. Recent advances in large contex-
tualized language models offer an avenue for
accurate in-domain linguistic representations
which can lead to robust recognition and scor-
ing of such behavioral constructs, thus leading
to better quality of services and supervision.
In this work, a BERT-based model is proposed
for automatic behavioral scoring of a specific
type of psychotherapy, called Cognitive Be-
havioral Therapy (CBT), where prior work is
limited to frequency-based language features
and/or short text excerpts which do not cap-
ture the unique elements involved in a spon-
taneous long conversational interaction. In or-
der to provide relevant non-linguistic context,
BERT-based representations are further aug-
mented with available therapy metadata, lead-
ing to consistent performance improvements.

1 Introduction

Psychotherapy is an intervention based on the ver-
bal communication between the affected individual
and a trained professional, aimed at treating mental
health disorders. The effectiveness of psychother-
apy is widely studied and accepted (Lambert and
Bergin, 2002; Perry et al., 1999) and leads millions
of people seeking professional help at a yearly ba-
sis (Substance Abuse and Mental Health Services
Administration, 2019). Cognitive Behavioral Ther-
apy (CBT) (Beck, 2011) is a particular type of
psychotherapy that aims at shifting the patient’s
patterns of thinking by changing maladaptive cogni-
tions and beliefs connected to behavioral problems.

It is one of the most popular psychotherapeutic ap-
proaches (Gaudiano, 2008) with strong evidence
connecting its methods with positive clinical out-
comes (Hofmann et al., 2012).

Given its wide popularity and its application to
a variety of mental health problems, performance-
based measures that ensure high quality of CBT
provision are deemed essential (Creed et al., 2016).
The gold-standard method for monitoring therapy
quality is behavioral coding (Bakeman and Quera,
2012), a process during which trained coders lis-
ten to audio recordings in order to assess specific
therapeutic skills. For CBT, in particular, the most
widely used coding scheme is the Cognitive Ther-
apy Rating Scale (CTRS; Vallis et al. (1986)), that
defines a set of 11 session-level codes reflecting
skills and techniques specific to the intervention.
This traditional approach poses strict time- and
cost-related limitations to a widespread use into
real-world clinical settings, which means that the
vast majority of CBT sessions are simply not eval-
uated.

Recent technological advances have given rise to
a digital healthcare era with numerous applications
focusing on mental health (Bone et al., 2017). Auto-
matic behavioral coding is a field which has drawn
a lot of research interest over the last few years
(e.g., Tanana et al. (2016); Gibson et al. (2016);
Singla et al. (2018)) and holds promise for more
efficient training, more effective supervision, and
more positive clinical outcomes. However, despite
being one of the most dominant psychotherapy
interventions, the literature focusing on computa-
tional analysis for CBT sessions is relatively scarce,
partly because of limited available data. The exist-
ing proposed systems mainly depend on frequency-
based and hand-crafted features (Flemotomos et al.,
2018; Chen et al., 2020), or study CBT-related con-
structs appearing in short text excerpts which are
not part of an actual therapy session (Barahona



et al., 2018). CBT sessions, however, are usually
several minutes long (or even longer than an hour),
with a typical session consisting of several tens or
hundreds of talk turns and utterances. At the same
time, the behavioral constructs under examination
reflect complex structural, conceptual, and com-
municative aspects of the therapy that the existing
approaches potentially fail to capture.

Inspired by the recent success stories of large
pre-trained language models in numerous Natural
Language Processing (NLP) tasks (Devlin et al.,
2019; Yang et al., 2019; Brown et al., 2020), in this
work I am using such models for the downstream
task of CBT quality assessment based on the to-
tal CTRS score. The total CTRS — equal to the
sum of the 11 individual codes — is an aggregate
metric used in clinical practice to evaluate a practi-
tioner’s degree of competence in delivering CBT.
In more detail, a BERT model (Devlin et al., 2019)
is adapted to the domain and used to extract se-
mantic representations. Those are passed through
a recurrent architecture, trained either to directly
classify a session with respect to the total CTRS or
to model all the constituent codes in a mult-task ap-
proach. Side information from available metadata
is also included to the final models, leading to im-
proved predictive power of the system, compared
to only using linguistic cues.

The proposed system is evaluated on a set of
more than 1,000 real-world CBT sessions, recorded
and automatically transcribed, which are accom-
panied by human annotations. To the best of my
knowledge, this is the first attempt to use linguis-
tic information extracted from BERT-like architec-
tures, not only in CBT, but for behavioral code
prediction in general. Experimental results show
consistent improvements over baseline approaches.

2 Datasets

The Beck Community Initiative (BCI) partners
provide high-quality psychotherapy training to
community clinics and, through this work, have
generated a large archive of recorded CBT ses-
sions (Creed et al., 2016), many of which are ac-
companied by CTRS scores. Out of those, 292
sessions have been sent for professional transcrip-
tion. The selection of the particular sessions was
done so that the audio quality is above a certain
threshold and there is a fair representation of ses-
sions across the entire range of the total CTRS
scale. I used those human-transcribed sessions to

adapt and evaluate an automatic speech transcrip-
tion pipeline, which was later used to transcribe a
total of 1,118 CBT sessions (including the 292 al-
ready mentioned). This number comes from the ini-
tial pool of available sessions after excluding those
marked as non-English and the ones for which not
all the 11 CTRS codes were available.

The transcription pipeline is based on (Flemoto-
mos et al., 2020), after getting adapted to the CBT
data. Adaptation was based on 100 transcribed ses-
sions which were not further used (leaving 1,018
CBT sessions for further experimentation). The
final speech recognition error, when the pipeline is
evaluated on the remaining 192 human-transcribed
sessions, is 45.81%, with the therapist-attributed
error being 41.19%. Even though the error is high,
those numbers are inflated since they are highly
affected by fillers and other idiosyncrasies of con-
versational speech.

Each one of the 11 CTRS codes listed in Table 1
is scored by a trained human coder on a 7-point
Likert scale (0-6). In clinical practice, any CTRS
score above or equal to 4 indicates competency on
that behavioral construct and any score lower than
4 indicates room for improvement. Additionally,
giving equal importance to all the 11 CTRS dimen-
sions, CBT researchers take into consideration the
total CTRS which is the sum of the 11 components.
A total CTRS above or equal to 40 indicates compe-
tent delivery of CBT, whereas a score less than 40
could suggest, for example, that additional training
is required for the particular practitioner. The focus
of this work is on the binary classification problem
of the total CTRS (below/above 40). The distri-
bution of all the CTRS codes is given in Figure 1.
Even though the total CTRS follows an approxi-
mately normal distribution, after binarization the
problem is unbalanced with the dataset becoming
skewed towards the class with non-competent CBT
delivery (total CTRS below 40), which contains
76.23% of the sessions.

For all the sessions, a limited amount of meta-
data is also available. In particular, the variables
taken into consideration in this work are:

1. the clinic where the session took place: The
dataset totally consists of sessions delivered
by 383 therapists across 25 different clinics.

2. the specific clinical program type: The ses-
sions are clustered into 16 distinct programs,
including school-based, family, geriatric, etc.



Figure 1: Distribution of the 11 CTRS codes (and the total CTRS) across the Likert scale.

abbr. meaning

ag agenda
fb feedback
un understanding
ip interpersonal effectiveness
co collaboration
pt pacing and efficient use of time
gd guided discovery
cb focusing on key cognitions & behaviors
sc strategy for change
at application of techniques

hw homework

Table 1: The 11 CBT quality codes defined by CTRS.

As shown from those examples, the program
type often carries information about charac-
teristics of the population from where the pa-
tients are sampled.

3. the assessment time with respect to when the
CBT-focused training of the corresponding
therapist took place: Each therapist partici-
pating in the program attends a workshop or-
ganized by BCI to receive CBT training. It
is expected that counselors adhere more to
CBT-related skills after their training and the
degree of their competency gets higher as they
get more experience. Thus, the availability of
such information can be useful for the task of
CTRS prediction. There are totally 7 times-
tamps characterizing a session along this di-
mension (e.g., pre-workshop, post-workshop,
one/three/six months after workshop).

Even though this is the largest corpus of CBT

sessions ever used for computational analysis, this
is probably still not enough for a sufficient adap-
tation and training of the models. To that end, I
additionally employ a set of 4,269 recorded ses-
sions automatically transcribed from a university
counseling center (Flemotomos et al., 2020). We
will denote this as the UCC set. Those sessions
span a wide range of psychotherapy approaches
(including, but not limited to, CBT) and have not
been coded following the CTRS. Despite the ex-
pected differences between the two domains (e.g.,
the UCC sessions are focused on concerns com-
mon among college students, such as anxiety, ex-
ams, etc.), several common linguistic patterns in
psychotherapy are expected to be shared, so this set
is deemed suitable to adapt the BERT model which
will be used to extract utterance-level linguistic rep-
resentations of the CBT sessions. An additional
advantage of using the UCC sessions for adapta-
tion is that they have been transcribed using the
same transcription pipeline as the CBT sessions, so
BERT is expected to be fine-tuned not only on the
psychotherapy domain, but also on transcription-
specific errors. The size of the two datasets in
terms of duration and number of utterances/words
is provided in Table 2.

3 Method

3.1 Single-task approach
As mentioned, the current work is focused on the
binary classification problem of low vs. high total
CTRS score. Thus, it is natural, as a first step, to
build a model viewing the problem as a single task
where the output is exactly a binary variable de-
noting whether the therapist is considered to have
successfully adhered to CBT-related skills or not.



dataset number of sessions
session duration in min

(mean ± std)
talk turns per session

(mean ± std)
words per talk turn

(mean ± std)

CBT 1,018 41.5± 14.2 431.1± 229.3 12.7± 24.3
UCC 4,269 49.8± 11.5 438.3± 200.7 15.4± 29.6

Table 2: Size of the datasets to be used to train and evaluate the proposed models.

Since the majority of the codes defined by CTRS
only depend on therapist behavior and are not di-
rectly related to the patient (e.g. ‘did the therapist
set a clear agenda for the session?’), we can focus
on the utterances (talk turns) assigned to the former.
Such an architecture is illustrated in Figure 2.

session transcript

Therapist: …………..

Client: …………..

Therapist: …………..

Client: …………..

Therapist: …………..

Client: …………..
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Figure 2: Proposed architecture for total CTRS score
classification following a single-task approach when
only the utterances attributed to the therapist are used.

First, a pre-trained BERT model is adapted to
the psychotherapy domain by continuing training
on an external, in-domain dataset (in our case,
the UCC data). This can then be used to ex-
tract fixed-dimensional linguistic representations
for each available utterance by average-pooling the
last layer.

The sequence of utterance representations forms
the input to a bidirectional recurrent layer that ac-
cordingly outputs a sequence of hidden vectors,
each one of which takes into consideration not only
the corresponding utterance but the entire context
of the session (i.e., what is said before and after the
utterance). In particular, the hidden vector corre-
sponding to each recurrent cell is considered to be
the concatenation of the forward and backward out-
puts of the specific cell. This sequence is fed to an
additive self-attention layer (Bahdanau et al., 2015)
which models the entire session as a weighted av-
erage of the information encoded in the hidden
vectors, thus learning which parts of the session
are useful in order to construct a meaningful (with

respect to the final task of overall CTRS predic-
tion) session representation. This representation
can now be concatenated with the available session-
level metadata information, represented by one-hot
variables. Finally, a sigmoid non-linearity is ap-
plied after a dense layer, which gives the desired
output. The network is optimized based on the
binary cross-entropy loss function.

3.2 Multi-task approach
The architecture described in Section 3.1 does not
take into account what exactly the total CTRS rep-
resents, which is estimated as the unweighted sum
of the 11 individual CTRS codes. However, differ-
ent codes typically represent completely different
CBT skills which are related to specific linguistic
patterns and are often applied by the therapist dur-
ing different parts of the session. For example, the
therapist is expected to set an appropriate agenda
towards the beginning of the session that includes
specific target problems the patient is concerned
about. Similarly, an important aspect of a success-
ful CBT session is incorporating homework relative
to the therapy. That includes reviewing previous
homework (typically done towards the beginning
of the session) and assigning new homework for
the coming week (typically done towards the end
of the session). Finally, there are codes which re-
flect communicative skills expected to be displayed
throughout the entire session. For instance, the
therapist is expected to thoroughly understand the
patient and properly communicate this understand-
ing through appropriate verbal responses.

In order to implicitly incorporate such knowl-
edge in the network, I propose following instead a
multi-task approach, as depicted in Figure 3. The
first steps (BERT-based feature extraction and bidi-
rectional recurrency) are the same as in the single-
task approach described in Section 3.1. However,
instead of directly modeling the total CTRS score,
the network of Figure 3 tries to separately model
each one of the 11 codes, with each code defining
a “task” for the network.

In more detail, the sequence of the hidden vec-
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Figure 3: Proposed architecture for total CTRS score
classification following a multi-task approach model-
ing each CTRS code when only the utterances at-
tributed to the therapist are used.

tors from the recurrent layer is shared across all
the tasks and is the input to 11 different attention
layers, each one associated with a specific CTRS
code. That way, the network can attend to what is
important for the prediction of a particular code.
As previously, metadata information in the form of
one-hot encoded variables is concatenated to the
context vector learned by the attention layers and
is passed through a final dense layer with linear
(instead of sigmoid) activation function. So, a con-
tinuous output — restricted in the range [0, 6] —
represents each CTRS code. Those codes can later
be added and the binarized sum corresponds to the
desired classification outcome (low vs. hight total
CTRS). The loss function to be optimized during
training is

L =
11∑
i=1

Li

where Li is the mean squared error associated with
the i-th code.

An additional advantage we get following this
approach is enhanced interpretability, an aspect of
high importance, especially in systems to be used
in real-world clinical settings. Instead of viewing
the overall system as a black box giving informa-
tion about the total CTRS score, we can now track
specific attributes which led to the classification of
a session as competent or not. For example, if such
a system is used to provide feedback to counselors,
this can be targeted to specific areas in need for
improvement.

4 Experiments and Results

4.1 BERT fine-tuning

For this work I employ the pre-trained baseBERT
model1 as a feature extractor. This is fine-tuned
by continuing training on the set of 4,269 UCC
sessions (Table 2) after a random 90% − 10%
train-eval split at the session level. Two adapted
BERT models are built and evaluated: i) a model
fine-tuned on all the available utterances, called
psychBERT, and ii) a model fine-tuned only on
the therapist-attributed utterances, called therapist-
BERT. In both cases, a maximum utterance length
of 64 tokens was assumed and fine-tuning took
place for 10,000 steps with a learning rate equal to
2 · 10−5 and minibatch size equal to 64.

When evaluated on the CBT sessions, the accu-
racy on the next sentence prediction task is given
in Table 3. As shown, adaptation leads to sub-
stantial improvements, both in the cases of psych-
BERT and therapistBERT. The large performance
gap when baseBERT is used comes at no surprise:
The higher accuracy for the task when all the ut-
terances are taken into consideration (compared
to the case when only the therapist utterances are
evaluated) is due to the fact that the base model
can more accurately represent naturalistic conver-
sations (e.g., questions-answers), compared to pre-
dicting the next utterance of a specific person, skip-
ping one of the interlocutors. However, after fine-
tuning, the system does an almost equally good job
for the two cases (and even slightly better when
only applied to the therapist utterances).

model
CBT set

all utterances
CBT set

therapist utterances

baseBERT 60.03 40.00

psychBERT 69.53 –
therapistBERT – 71.66

Table 3: Next sentence prediction accuracy (%) before
and after BERT adaptation when evaluated on the CBT
dataset.

4.2 Experimental Setup

The models are built and trained using Tensor-
flow (Abadi et al., 2016). In any case, an Adam
optimizer with initial learning equal to 0.001 is em-
ployed. The models are trained for a maximum of

1https://github.com/google-research/bert



200 epochs with early stopping based on valida-
tion loss (and with patience set equal to 10 epochs).
When focusing only on therapist-attributed utter-
ances, the maximum sequence length (session
length) is set to 256 utterances and a minibatch
size equal to 128 is used. When all the utterances
are taken into consideration, the minibatch size is
64 and the maximum sequence length is set to 512
utterances.

All the results reported are based on a 10-fold
cross validation scheme so that there is no thera-
pist overlap between the folds (the patient IDs are
not known). Since there is a considerable class
imbalance, I chose as evaluation metric the macro-
averaged F1 score.

4.3 Results and Discussion

The experimental results, following various com-
binations of the proposed models and techniques,
are given in Tables 4 and 5. Comparing the two
Tables, it is apparent that the inclusion of the pa-
tient utterances does not usually provide additional
useful information for the task of the total CTRS
prediction. Even though psychotherapy is a dyadic
interaction and one would assume that the entire
history of the dialog could improve the predictive
power of the system, the results support the initial
hypothesis that focusing on therapist-only language
is sufficient to assess therapist-related behaviors
within the proposed framework.

utterance
representation

metadata
info

single-task multi-task

baseBERT
7 60.48 59.68
3 65.96 70.83

psychBERT
7 65.85 63.03
3 69.56 71.99

Table 4: F1 score (%) based on 10-fold CV when all
the utterances are used.

Additionally, it is shown that, as expected, in
most cases the fine-tuned BERT extractor yields
better linguistic representations than the base
model, at least with respect to our final goal. Over-
all, the best results are achieved when we use
the multi-task approach with the fine-tuned BERT
model and after providing the available metadata
information. However, it is interesting to note that,
while metadata information is consistently benefi-
cial to the system, it is not always clear whether

utterance
representation

metadata
info

single-task multi-task

baseBERT
7 61.71 64.09
3 68.46 71.64

therapistBERT
7 65.68 61.70
3 69.55 72.40

Table 5: F1 score (%) based on 10-fold CV when only
the utterances assigned to the therapist are used.

the multi-task approach leads to improved results,
specifically when metadata information is not pro-
vided. Given the availability of such side informa-
tion, though, the multi-task architecture does in-
deed boost the overall performance. This is likely
due to the fact that, in this case, metadata improves
the robustness while estimating each one of the
codes, thus improving the overall robustness.

It should be highlighted, here, that, while non-
linguistic side information proves to be highly ben-
eficial for the particular dataset, further investiga-
tion is required to study how each specific metadata
variable affects the overall result and, importantly,
which variables are expected to be readily available
in the general case of CBT quality assessment “in
the wild”. For instance, even though the assessment
time with respect to CBT training appears to be a
reasonable proxy of CBT quality, should we expect
that such information be always provided to the
system? In a real-world scenario, such decisions
could actually be informative of how an interface
used in clinical settings should be built, i.e., what
therapist-related information should be asked for
during a new user registration.

Finally, it is important to note that, most of the
time, the value of the used metadata variables was
known to the human annotators. So, it is not clear at
this point whether the performance boost is due to
actual useful complementary information that such
non-linguistic variables carry or due to modeling
annotator bias. For example, annotators may be bi-
ased towards specific clinics because of exceptional
reputation, or they may be stricter when evaluating
therapists who are not adequately experienced in
CBT techniques.

5 Ethical and Practical Implications

When dealing with such sensitive topics, like psy-
chotherapy and automatic evaluation of one’s per-
formance, it is important to step back and reflect on



the implications of our work. Speech and language
processing models keep getting better with an un-
precedented pace, and the same is expected for
the downstream tasks that those models are used
for. But which are the key areas we should focus
on when using those models and when develop-
ing techniques that exploit people’s data and affect
user’s lives? At least three questions need to be
answered with respect to the specific application
we are dealing with in this work:

1. Is it acceptable to collect and use patients’
sensitive data for training? I believe that,
since being able to offer better quality of
psychotherapy services would have a tremen-
dous positive impact to the society and to the
patients themselves, the answer here would
be yes, but only if necessary conditions are
met. There is no doubt that psychotherapy ses-
sions contain extremely sensitive information,
since patients often build a trust bond with
their therapist, unbosom themselves, and dis-
close thoughts and secrets they are afraid or
ashamed to share even with friends and family.
Thus, it is of utmost importance that such data
be treated with extreme caution. Of course,
the current study is governed by restrictions
imposed by the relevant Institutional Review
Board, while all participating therapists and
patients are asked to sign a detailed consent
form. However, this only provides a formal
framework and constitutes just a first step. It
should be a moral obligation of each individ-
ual researcher working with such data to treat
them cautiously, and not only because of exter-
nal restrictions imposed to them. Additionally,
both therapists and patients should have the
right to withdraw during or after the study. Fi-
nally, all data should be de-identified, as much
as possible, with respect to patients.

2. What if such a system is used to blindly evalu-
ate a therapist? Since CTRS provides quan-
tifiable metrics for quality assessment, the pro-
posed system can be used to evaluate a thera-
pist’s performance and their adherence to spe-
cific psychotherapeutic skills. In a dystopian
scenario, that could mean therapists loosing
their jobs because of not meeting minimum
standards and students being disappointed be-
cause of getting “low scores” from some auto-
mated system. It should be made clear that our

goal is not to replace human supervision, but
rather augment the supervisor’s efficiency and
additionally offer a tool for self-assessment.
Moreover, it is important that the users be ad-
equately trained to understand the meaning
of automatically generated evaluation scores.
This is why the focus should be on highly
interpretable models.

3. What if the system is wrong? Are there any
explicit additional requirements before using
such a system in clinical settings? I believe
it is important for a practical realistic system
to incorporate confidence metrics and quality
safeguards. The described system depends on
a series of machine learning models where
things can simply go wrong. Establishing con-
fidence metrics for the quality of the auto-
matic transcription (e.g., speech recognition -
induced errors) and the final CTRS prediction
(e.g., applying thresholds on the final sigmoid
non-linearity) would enhance the transparency
of the models and would help practitioners
trust them and introduce them into the clinical
world.

6 Prior Work

6.1 Automatic behavioral coding
There has been an increasing interest in developing
systems for automatic psychotherapy evaluation
over the last few years, focusing on both acous-
tic (e.g., Black et al. (2013); Nasir et al. (2018))
and textual information. Depending on the domain,
coding procedures may be applied at different res-
olutions, i.e., at the utterance (e.g., Atkins et al.
(2014); Pérez-Rosas et al. (2017)) or at the session
level. I am limiting this short overview in the pro-
posed language-based approaches for session-level
codes, since this is the focus of the current project.

Early works in the field employed n-gram mod-
els (Georgiou et al., 2011; Xiao et al., 2014) and
domain-specific semantic features (Gibson et al.,
2015) coulped with maximum likelihood (Xiao
et al., 2014), maximum entropy (Xiao et al., 2015),
and SVM (Gibson et al., 2015) classifiers. Lin-
guistic similarities between the therapist and the
patient have been also studied as a useful predic-
tor for therapist behaviors (Lord et al., 2015; Nasir
et al., 2019). Deep learning techniques opened
up the way for more accurate language modeling
and better performance for the behavioral coding
task (Gibson et al., 2016; Tseng et al., 2016).



In the CBT domain, Flemotomos et al. (2018)
compared various linguistic features on a limited
dataset of therapy transcriptions, both manually
and automatically derived, and demonstrated that
simple language representations, like tf-idf fea-
tures, can achieve competitive results. However,
the dataset was selected to showcase a use case
focusing on the two extremes of the rating scale
with mostly very low and very high CTRS val-
ues. The same dataset was utilized by Gibson et al.
(2019), who used additional sessions from a differ-
ent psychotherapy domain (with a different coding
scheme) in a multi-task setting. Chen et al. (2020)
improved the tf-idf based approach by enhancing
the features with information again distilled from a
different domain. A large corpus of written posts
from an online platform was used by Barahona
et al. (2018), who examined several deep learning
approaches for CBT-related mental health concept
understanding. However, online posts are typically
much shorter than an actual CBT session and ex-
hibit a more well-defined structure than a sponta-
neous conversational interaction.

6.2 Highly contextualized language models

Large pre-trained language models have lately
led to several developments and breakthroughs
in numerous NLP tasks, including text classifi-
cation, text generation, question-answering, and
natural language inference. Those language mod-
els are usually built based on the concept of
Transformer (Vaswani et al., 2017). Using sev-
eral stacked Transformer blocks, systems like
GPT (Radford et al., 2018) and BERT (Devlin et al.,
2019) were able to push the limits of NLP.

BERT opened up a new era in NLP with several
variants having been proposed, which are usually
targeted at specific tasks and applications, or ad-
dress certain BERT limitations. In its original form,
for instance, BERT is only able to handle relatively
short pieces of text. DocBERT (Adhikari et al.,
2019) was proposed to address this limitation by
focusing on the task of document classification.
Psychotherapy code prediction is actually a variant
of document classification, with the “document”,
however, being a dialogue. ToD-BERT (Wu et al.,
2020) has been specifically proposed to incorporate
the power of BERT in modeling task-oriented dia-
logues. Similarly, DialoGPT (Zhang et al., 2019)
builds upon GPT-2 (Radford et al., 2019) focusing
on dialogues, but for the task of response genera-

tion.
Domain-specific BERT variants have been also

developed for particular fields which use, for ex-
ample, specialized vocabulary (e.g., Lee et al.
(2020); Lee and Hsiang (2020)). In the clini-
cal domain, Alsentzer et al. (2019) adapted the
BERT embeddings both on general clinical corpora
and on discharge summaries in particular. Simi-
larly, Huang et al. (2019) adapted the BERT model
on clinical notes for the task of hospital readmis-
sion prediction. However, those adaptation pro-
cesses were based on written text and do not focus
on medical conversations, such as psychotherapy.

7 Conclusion

In this work I introduced a model for quality as-
sessment of psychotherapy sessions based on fine-
tuned BERT representations. The focus through-
out the analysis was on the binary classification
of CBT sessions with respect to the overall CTRS
score. Two main architectures were proposed and
compared. One was based on a single-task ap-
proach directly modeling the total CTRS as the
binary output. The other exploited the definition
of the total CTRS as the sum of 11 constituent
scores, and was instead based on a multi-task ap-
proach where each score defined a task. Addition-
ally, non-linguistic information was given to the
models in the form of metadata variables modeling
critical session and therapist characteristics. Exper-
imental results showed that the best performance
is achieved employing the multi-task network with
metadata information. Finally, a set of ethical con-
siderations and practical recommendations for the
research community was proposed. Moving for-
ward, I am confident that similar systems will be
proved invaluable in clinical practice, leading to
more efficient training and supervision, improved
quality of services, and, eventually, more positive
clinical outcomes.
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